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Abstract—Online video advertising is a billion dollar busi-
ness, but the current low CTR reveals the huge potential
for improvement in the ad serving quality. In this work, we
present a novel activity-level video advertising system named
ActVA. Different from existing systems that assume a fixed
scope of ad keywords, ActVA enables advertising targeted to
non-predefined activities in a highly efficient way requiring no
training data for diverse activities. To achieve this goal, a general
and extensible graphical representation of both video content and
advertising demand is proposed to embed multimodal content at
the activity level. Our ad-content relevancy measurement can
achieve 10,000 FPS retrieval speed. We model the ads assigning
task as an optimization problem taking content relevance, ads
revenue as well as viewer experience into consideration. A non-
maximal suppression based algorithm is designed to significantly
reduce the algorithm complexity for online ad serving. Our
extensive objective and subjective experimental results show
the effectiveness and efficiency of ActVA. ActVA can effectively
uncovers numerous high-quality (content-relevant) advertising
opportunities and delivers ads to viewers in a profitable and
user-friendly way.

Index Terms—Online video advertising, High-quality Adver-
tising, Activity recognition, Graphical model

I. INTRODUCTION

Nowadays, watching videos online has become the daily
activity of almost everyone. As an example, the statistics
results show that the number of YouTube users has reached
1.58 billion [23], and on average 5 billion videos were
watched on YouTube per day in 2018 [19]. Programmatic
video advertising is grow at an unprecedented speed and has
became the dominate source of revenue for online video ad
publisher. Market research company eMarketer reported that
YouTube generated 3.36 billion dollars by video advertising in
2018 [5]. Common video ad formats include video ads before,
during or after the main video and semi-transparent overlay
ads. Though these days have witnessed the improvement of ads
quality, e.g., attractive movie-like video ads, the click-through
rate (CTR) of video ads is much lower than that of other types
of ads. According to the report of AdStage, in the first-quarter
of 2019 the average click-through rate (CTR) on YouTube was
0.3% [1], meanwhile the Google AdWords CTR is around 5%
[8]. Therefore, there is still a large improvement potential for
video advertising in terms of ad opportunity quantity and ad
serving quality. Since users have a high probability to ignore
ads irrelevant to the content they are watching, Since users
have a higher probability to ignore ads irrelevant to the content
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they are watching, an intuitive direction is to improve the
relevance between the inserted ads and the video content.

Previous work [18], [29]–[31] explore different approaches
to support content-based video advertising. The content of the
video is represented in a variety of ways, including objects
[30], affective factors [29] and human poses [31]. Though
those work achieve effective advertising for the specific types
of content they focused on, there are still several critical chal-
lenges hindering the quality improvement of video advertising.

• Highly diverse activities in the video. When measur-
ing relevance between the video content and ads, most
previous approaches focus on object/person recognition
and matching but ignore the activities of persons in the
video. According to our market research in Section III-A,
72.5% advertising demands are relevant to activities. For
instance, a jewelry company may want to insert ads
of wedding ring into video shots of marriage proposal.
Activity-level video advertising requires comprehensive
understanding of the video. Facing massive video data
and highly diverse activities, traditional deep neural net-
work based activity recognition methods [7], [24], [25]
are inefficient due to they heavy depends on extensive
training samples and expensive computation.

• Unpredictable advertising demands. Existing systems
generate a set of pre-defined labels for videos using pre-
trained models. In real-world advertising systems, adver-
tisers may have a great variety of advertising demands,
which are highly complex and hard to predict. Facing
each newly arrived non-predefined demand, for example
the untrained activity “making a marriage proposal”, a
straight-forward solution that collects training data first,
then retrains and re-executes recognition models is obliv-
iously infeasible.

• Viewer experience facing multiple advertisements. A
series of methods [18], [30], [31] formalize the video ad
assignment task as an optimization problem and attempt
to improve the viewer experience from different perspec-
tives. [18] proposes to insert ads into the main video
where the attractiveness of the current content is relatively
low. [30] regards the number of detection objects as
the measurement of intrusive perception. Most of them
consider the insertion of each advertisement separately,
however, the intrusiveness effect among successive ad-
vertisements has not been studied adequately, which is
significant for improving the overall user experience.

In this work, we propose a novel activity-level video adver-
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tising system named ActVA to deal with the aforementioned
challenges. The contributions of this work are summarized as
follows:

1) To best of our knowledge, we propose the first activity-
level video advertising system, which enables adver-
tising targeted to non-predefined activities in a highly
efficient way requiring no training data for diverse
activities. To achieve this goal, we design a multi-
modal information based key frame detection method, a
graphical activity-level multimodal content embedding
approach and the corresponding ad-content relevancy
measurement.

2) We formalize the ad serving procedure as an opti-
mization problem, taking the content relevance, the
potential revenue and the intrusiveness to the viewers
as the optimization objectives. For the intrusiveness,
we take the effect of multiple assigned advertisements
into consideration. An efficient non-maximum suppres-
sion based heuristic algorithm is designed to solve this
challenging task. Based on the proposed advertising
algorithm, ActVA maximizes the possible ads revenue
while ensuring the intrusiveness to the viewers is under
a certain constraint.

3) Both objective and subjective evaluations are conducted
extensively to evaluate our proposed video advertising
system, and the experimental results show the effective-
ness and efficiency of ActVA. ActVA can be adopted to
create numerous content-relevant video ad opportunities
for flexible advertising demands to attractive viewers in
a more friendly way.

The rest of this paper is organized as follows. Section II
reviews previous work of two related areas, content-target
video advertising and activity recognition. An overview of
the proposed system is introduced in Section III. Section IV
demonstrates detailed design and implementation of activity-
level video advertising. Evaluation results are shown in Section
V and finally Section VI concludes this paper.

II. RELATED WORK

To the best of our knowledge, there is no previous work
directly addressing the activity-level video advertising prob-
lem. Our work is related to the following two areas: content-
targeted video advertising and activity recognition. Our graph-
ical representation in this work is inspired by the notion of
scene graph, and we also briefly introduce it in the end of this
section.

A. Content-Targeted Video Advertising

Content-targeted video advertising aims to place advertise-
ments based on the analysis of the video content and [17] pro-
vides a broad survey of this area. [18] proposes a video adver-
tising system that takes the content discontinuity, attractiveness
and content-ad relevance into consideration when inserting
ads into videos. By assessing emotional impact of video
content and advertisements, [29] models the content relevance
in a computational effective way. [30] attempts to support

object-level advertising and utilizes deep neural networks to
extract semantic features including the faces, human bodies
and objects. [31] focuses on clothing advertisements and
proposes a deep learning framework consists of human body
detection, pose selection, cloth localization and ads retrieval.
[4] explores the combination of the personalized product
recommendation and the video advertising, by utilizing the
correlation among the users, videos and products. These efforts
have greatly enriched the opportunities for video advertising
as well as improved the ad serving quality. However, most
of them assume that a fixed set of semantic labels is pre-
defined. They cannot deal with the diverse activities in videos
or non-predefined advertising demands. For the intrusiveness,
they usually ignore the effect of multiple successive ads. In
this work, we attempt to elevate the video advertising to the
activity level which will create a large number of attractive
ad opportunities. Our system aims to improve the quality of
video ad serving in terms of flexible targeting, high content
relevancy and friendly view experience.

B. Activity Recognition

Recognizing activities in images and videos has attracted a
lot of attention from industry and academia in the machine
learning field. The main objective of most work is explor-
ing the spatiotemporal representation abilities of different
modeling approaches. [13] explores to use the Fisher vector
for encoding dense trajectory feature and proposes a SVM-
based classification model. Recent work focus on learning
spatiotemporal structure of activities based on the convolu-
tional neural networks (CNN). [24] extends the dimension
of convolutional layers from 2D to 3D and utilize the 3D-
CNN model to learn the spatiotemporal structure of activities.
A two-stream CNN is proposed by [7], which models the
temporal information by applying CNN to the optical flow and
fuses spatiotemporal features at convolutional layers. In order
to obtain the long-range temporal structure, [25] propose the
temporal segment networks, which combines a sparse temporal
sampling method and a CNN-based spatial feature extractor.
Two-stream inflated 3D model is proposed in [3] which fuses
the previous technologies and achieves very high recognition
accuracy.

The proliferation of activity recognition lays the foundation
for this work to study activity-level video advertising. Unfor-
tunately there are still many challenges impeding us to apply
these technologies. First, to train such a recognition model
requires a large amount of labeled videos, which would be
infeasible for the advertising application due to the variety
of advertising demands. Second, the recognition ability of a
pretrained model is fixed and non-trivial to extend. Moreover,
the high computation cost incur a serious challenge for online
activity-level video advertising.

C. Scene Graph

Scene graph is proposed by [12], which is utilized to model
the semantic relationships and attributes of objects in images.
A conditional random fields model is proposed to retrieve



images using scene graphs as queries. Many applications have
been benefited from the scene graph representation, including
description-based image generation [11], image caption auto-
evaluation [2], few-shot action recognition [9] and event
detection in videos [22]. The recent work [28] proposes to use
RNNs to automatically generate scene graphs in an end-to-end
manner. Scene graphs provide a powerful method to model
the detailed structural semantics of objects in images. The
principles of the scene graph inspire us to represent activities
in a graphical way.

III. SYSTEM OVERVIEW

A. Market Research and Motivation

In order to better understand the video advertising demands,
we conducted a market research according to the real business
requirements in a well-known online-video company. 150
types of content-targeted advertising demands were collected
from the advertisers that distributed across 11 main domains,
i.e. vehicle, food and beverage, cosmetic products, cloth-
ing, jewelry, electronic products, household products, estate,
medicine, gaming and network services. We summarized the
interested semantic information of advertisers into five cate-
gories:

1) Celebrity identity: Many companies, especially those
who have their own spokespersons, tend to target their
ads to where those celebrities appear.

2) Object: A lot of videos are about real-life scenes, so
many companies hope to insert their ads when relevant
objects occur in the videos.

3) Scene of the video frames: Some product advertise-
ments are suitable for certain scenes. For example,
a video about the gym may attract viewers who are
interested in fitness equipment and online gym courses.

4) Human behavior: Another type of essential but usually
ignored semantic information is the behaviors performed
by people in the videos. For example, the jewelry
company or the wedding dress brand would like to insert
ads in video frames where a man is making a proposal
to his girlfriend.

5) Subtitles keywords: The subtitles of videos also contain
rich information which is a good complement to the
visual data. For example, when people in the videos are
talking about “buying a car”, it would be a good point
to insert an advertisement of a certain car brand.

Those advertising demands require a comprehensive under-
standing of online videos. Traditional solutions need a set
of pre-trained models to generate as comprehensive labels as
possible, which is inefficient due to the heavy demands for
both labelled training data and computation resources, as well
as non-predefined advertising demands. Furthermore, among
the 150 types of advertising demands, 109 of them (72.6%)
require information of people’s behaviors, which cannot be
satisfied with currently mature business solutions. The market
research results show an urgent demand to elevate the video
advertising system from object-level to activity-level.

B. System Framework

To effectively meet the continuously arriving highly diverse
advertising demands, we propose an activity-level video ad-
vertising system, ActVA. Figure 1 illustrates the framework of
ActVA, which consists of the multimodal content embedding
module and the activity-level video advertising module.

Multimodal Content Embedding. The system inputs in-
clude the video data, subtitle files (which is optional) and the
advertising query. The reason of leveraging multimodal data
for content embedding is to satisfy the diverse activity-level
requirements of advertisers. Neither video frames nor subtitles
can cover all the requisite semantics. To enable the advertiser
to freely express their demands for non-predefined activities,
in our system, we define the advertising query as a combina-
tion of sample images containing the targeted activities and
interested keywords of subtitles. For the video and subtitle
data, a preprocessing step is detecting key frames from the
entire videos to reduce computation complexity for relevancy
calculation and ads assignment. Then each video data will
be represented as a set of key frames and the corresponding
subtitle text. To represent the content in video as well as
to support ad-content relevancy measuring, atom features of
both the detected key frames and advertising queries will be
extracted. Here, we use the concept atom feature to represent
the interested visual and textual features. According to the
market research results above, five types of visual and textual
atom features are considered to support comprehensive video
understanding:

• Face identity: In order to identify the celebrities, we need
the features of human faces. Face detection models could
locate the faces and the encoding model embeds the face
regions into a fixed-length feature vector [14].

• Object class: The features of objects are extracted by a
pre-trained object detector [20]. We use the bounding box
location, object class and the classification confidence as
the features of detected objects.

• Scene class: For the scene feature, we deploy the CNN-
based scene classifier [32] to classify the scene of images.
The scene features of each image are embedded as the
top-K scene classes and the corresponding classification
confidence.

• Human behavior: Human behavior is too various to
pre-train an action classifier for modeling it. So instead
of deploying action recognition models, we utilize hu-
man pose estimation technologies [6], [27] to extract
the human body keypoints from video frames. Figure
4 illustrates some examples of human body keypoints.
The pose features of each person are represented as the
location and confidence of body keypoints.

• Subtitle keyword: To model the textural features, we ex-
tract the keywords from subtitles and find their synonyms
by natural language processing techniques [16].

The atom features describe the multimodal content in the
video from different perspectives and they are semantically
related. So simply concatenating these feature vectors will
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Fig. 1. Framework of the proposed activity-level video advertising system ActVA. The three gray blocks are performed offline and the two white blocks are
performed online.
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Fig. 2. An example of activity graph.

lead to the loss of their semantic connections, which play an
important role in activity recognition. For example, a person
who is driving a car and a model sitting next to a car are
totally different activities. Some existing work [9], [11], [12],
[15], [22], [26], [28] explore graph-based methods to model
the semantic relationships among objects (and persons) in
images. For online video advertising, due to the great variety
of unpredictable ad demands, only analyzing the person and
objects information is not enough to understand the complex
activities. CNN-based activity recognition methods [7], [24],
[25] need adequate training samples and expensive compu-
tation, which impedes adopting them to the video advertising
task. Facing these challenges, we propose a graphical structure,
named activity graph (ActGraph), to model the correlations
among multimodal activity-level visual and textual atom fea-
tures instead of only considering relationships among objects.
Figure 2 illustrates an example of how the ActGraph represents
the content. We will give details of ActGraph construction in
Section IV-C. ActGraph is able to conveniently express rich
activity-level content and contains comprehensive information
for future recognition of diverse activities.

Activity-Level Video Advertising. Based on the ActGraphs
of both videos and advertising queries, we propose a method to
measure their relevancy at the activity level. We formulate the
task, assigning advertisements to key frames, as an optimiza-
tion problem, which aims to maximize the ads revenue while
ensuring a good user experience. By giving a highly efficient
solution to this optimization problem, our system assigns a
set of advertisements to the videos to be displayed. Note
that, although we stipulate the format of advertising queries,
the formats of displayed ads are flexible, like video, image,

Visual Shot Textual ShotVisual Shot Textual Shot

... ...

S1 S2 S3 S4 S5 S6

... ...

S1 S2 S3 S4 S5 S6

Fig. 3. Illustration of key frame detection: blue nodes are boundaries of visual
shots and green nodes refer to the start and end of textual shots. S1-S6 denote
the final segments.

inside/outside layout and so on.

IV. DESIGN OF ACTVA

A. Key Frame Detection

Analyzing videos frame by frame is infeasible and unneces-
sary due to the expensive computation and content redundancy.
The objective of the key frame detection is to detect frames
that contain rich visual and textual information, which are
able to satisfy more possible advertising demands. Based on
existing work, we can segment a video into several visual shots
in many ways [21]. In this work, we propose to utilize the
textual information from the subtitles to help determine the key
frames. For the visual information, we use the color histogram
feature and calculate the correlation between adjacent frames
to determine visual shots. If the correlation value is lower
than a predefined threshold, the two frames will be set as
the boundaries of two shots. Common subtitle files organize
subtitles by the start and end time, so we can divide the
videos into multiple textual shots. As Figure 3 shows, through
adopting the boundaries of both visual and textual shots, the
entire video is divided into semantic segments. Then we select
k (k = 1 in our implementation) key frames uniformly within
each segment.

B. Atom Feature Extraction

As we introduced in Section III, five types of visual and
textual atom features need to be extracted for activity-level
content embedding. Here we give the specific implementation
of each atom feature extraction.

(1) Face detection and encoding The Dlib toolkit [14] is
used for detecting and encoding human faces in images. The
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Fig. 4. Pose-related illustration.

output consists of the bounding box, the fixed-length (128-
length in the Dlib implementation) encoding vector and the
model confidence 1. Let F denote the set of face encoding
and model confidence.

(2) Object detection We use the Yolo-V3 [20] model to
detect objects in images. We define O as the set of object
features which composes of the discrete class index (totally
80 classes in our implementation) and the corresponding
confidence.

(3) Scene classification We use the ResNet50 [10] model
which is trained on the Places-365 [32] dataset as the scene
classifier. Let S denote the scene features of an image which
contains the top-K (K=5 in our implementation) classification
results and the model confidence.

(4) Human pose encoding AlphaPose [6], [27] model is
used to extract human body keypoints in images. The original
location information is not suitable for representing the human
behaviors, due to the variability of size and angle. We propose
to encode the locations (the estimated x-y values) of body
keypoints (18 keypoints in our implementation) by computing
the vector angles of the skeletons shown in Figure 4(a). The
17 arrows refer to the skeleton vectors and the cosine values
of calculated angles are used as the encoding. Let P denote
the pose information in an image and it consists of the pose
encoding and the corresponding confidence of each keypoint.

(5) Keyword extraction For analyzing the subtitles, we first
extract keywords from the text and then utilized the WordNet
in NLTK [16] to obtain their synonyms. We define K as the
textual feature of an image and it composes of the keywords
and their synonyms.

Note that, the keypoint locations and bounding boxes of
faces and objects are only used for analyzing the correlations
among atom features, which will be explained in the next
subsection. In our implementation, we select the above five

1The value that measures how much confidence the model holds for its
classification or detection results

types of atom features to characterize the activity-level content,
but the proposed framework is flexible and can be easily
extended for other types of atom features.

C. Activity Graph Construction

We propose a graph structure to model the semantic correla-
tions among atom features, named activity graph (ActGarph).
To support matching between diverse video content and flex-
ible advertising demands, in an ActGraph, we consider four
types of semantic correlations, which are analyzed as follows.

(1) Pose-pose interaction. We first analyze the interactions
between human poses. Based on the human pose encoding,
for an image we obtain a set of pose features P . For ∀pi, pj ∈
P , we define a set of interactions Ipp. Let Rpp : P × P →
Ipp denote the mapping function which classifies a pair of
poses as one type of interaction. In our implementation, we
define five classes of interactions: face-to, touch, kick, close-to
and away-from, which could be classified based on the spatial
locations of body keypoints of two persons. Figure 4(b) shows
an example of pose-pose interaction.

(2) Pose-object interaction. The interactions between hu-
man and objects could also be estimated by the spatial relations
between object bounding boxes and human body keypoints.
Based on the human pose encoding and object detection
results, we have the pose set P and the object set O. Similarly,
we define a set of pose-object interactions Ipo. Then the
mapping function is formulated as Rpo : P × O → Ipo. In
our implementation, five different interactions are considered:
on-face, on-body, touch, kick and away-from.

(3) Pose-face matching. The interactions between human
poses and faces only have two possibilities: matched or un-
matched. Formally, we use Rpf denote the mapping function
that maps a pair of pose and face into a binary value. In our
implementation, we use the condition whether the eyes, nose
and ears keypoints fall in the bounding box of the face to
determine the pose-face interactions.

(4) Pose-scene correlation. Not only the human behaviors
effect the activity, but also the correlation between the person
and the scene matters. The visual proportion of a person
significantly effect his/her importance. We propose to use the
visual proportion of the detected human poses in an image as
the correlation between the poses and the scene. And we use
function Rps to output the value of the pose-scene correlation.

We organize the atom features as nodes and the above four
relations as edges between nodes. Then we obtain a graph
structure G(V,E) where V = {F,O, S, P,K} and the edges
are analyzed by the mapping functions Rpp, Rpo, Rpf , Rps.
The activity graph contains rich visual and textual information
and is designed to be flexible and extensible, which enables
video advertising supporting non-predefined activities.

D. Similarity/Relevancy Calculation.

ActGraph provides a graph-based embedding for key frames
of online video data and ad queries. The final objective of
our system is to serve ads to advertising positions of most
relevant key frames. So the next step is to measure the



similarity/relevancy between the activity graphs of ad queries
and key frames. We design the similarity measurement to serve
two main tasks of the video ad publisher:
• Advertising position inquiry: when an advertiser makes

a demand, the video ad publisher needs to inquiry the
amount of matched ad key frames (ad opportunities) in all
video data. The objective is to find as many relevant key
frames as possible for the specific advertising demands.

• Online ad assignment: when a viewer actually starts to
play a video, the video ad publisher needs to determine
which ads should be assigned to the ad positions in this
video in real time. The objective is to assign the most
relevant ads to the video while ensuring the click through
rate and experience of the viewer.

Different from typical relevancy metrics, our proposed sim-
ilarity measurement s : G × G → R does not have the
symmetry, i.e. s(Gi, Gj) 6≡ s(Gj , Gi). A high similarity value
of s(Gi, Gj) indicates that Gj includes the content similar
with Gi. For example, given an image with very simple content
Gi and another image with rich content Gj including the
simple one, then s(Gi, Gj) is high while s(Gj , Gi) could be
very low. The detail of the similarity function is demonstrated
as follows.

(1) Atom-feature (node) similarity. We divide the five
types of atom features into two embedding forms: numerical
encoding with confidence and categorical encoding with confi-
dence. The face and pose features are the first type embedding
while the object, scene and keyword features are the second
type embedding. Let enc denote the set of encoding and
conf denote the corresponding model confidence. We pro-
pose to use the weighted Euclidean norm metric to calculate
the distance of the numerical encoding. Given two nodes
x1 = (enc1, conf1) and x2 = (enc2, conf2), the similarity
is measured by:

s1(x1, x2) = 1− 1

|enc1|
∑

ei∈enc1
ci∈conf1

min
ej∈enc2
cj∈conf2

θ1||ei − ej ||2
(1 + min(ci, cj))

(1)
We use the reciprocal of 1 + min(ci, cj) as the weight of
each encoding pair, which could filter the low-confidence but
similar features. And for the information encoded by category
and model confidence, we apply a discrete metric ρ (if x = y,
ρ(x, y) = 1, otherwise ρ(x, y) = 0) to calculate the similarity.
Let cls denote the set of categories and conf denote the mode
confidence. Given x1 = (cls1, conf1) and x2 = (cls2, conf2),
the similarity is calculated by:

s2(x1, x2) =
1

|cls1|
∑

ei∈cls1
ci∈conf1

max
ej∈cls2
cj∈conf2

(θ2 min(ci, cj)ρ(ei, ej))

(2)
The θ1 and θ2 are parameters used to balance the effects of
encoding and confidence. For a pair of activity graphs, the
proposed similarity functions produce five different similarity
scores for faces, object, scenes, poses and keywords respec-
tively.

(2) Interaction (edge) similarity. In order to analyze the
similarity of interactions, we first match the atom features
by a threshold-based approach. For each atom feature in x1,
we can find the most similar atom feature in x2. Then we
can determine whether these two features matched or not by
defining a threshold of similarity. The unmatched nodes will
be dismissed and we can efficiently measure the similarity of
the edges attached to remaining nodes. Similarly, we divide
the four types of interactions into two forms: numerical and
categorical. The pose-scene correlation is numerical while the
other three interactions are represented by categorical values.
For any edge ei in G1, if the connected nodes of ei have
matched nodes in G2, i.e. the potentially matched edge ej in
G2 exists, then we calculate thei similarity as follows:

s3(ei, ej) =

{
1− ||ei − ej ||2, numerical
ρ(ei, ej), categorical (3)

In this way, we obtain the similarity scores of pose-pose, pose-
object, pose-face and pose-scene interactions.

Combining node similarity and edge similarity, given two
graphs, we have a nine-dimension similarity measurement
function s : G×G→ R and the advertiser can flexibly adjust
the weights for different dimensions according to his/her pref-
erence. For example, some advertisers may think the celebrity
is more important while some advertisers may consider the
behavior as a more important factor.

E. Ad Assignment Problem Formulation

Given a video, let X = {xi}Nx
i=1 denote the set of Nx

embedded key frames. And each key frame has its time stamp
ti where 1 ≤ i ≤ Nx. Suppose we have Ny embedded
advertising demands: Y = {yi}

Ny

i=1. Each advertising demand
has a revenue value ri where 1 ≤ i ≤ Ny . A pair of a key
frame and an ad demand refers to an ad assignment and let
P = {(xi, yj)|xi ∈ X, yj ∈ Y } denote the universe set of all
possible ad assignments. Note that, for one key frame, multiple
ads can be assigned to it. Based on the proposed similarity
function, we define the evaluation function f : 2P → R as
follows:

f(S) =
∑

(xi,yj)∈S

rjs(xi, yj) (4)

where S ⊆ P . Assigning ads not only brings revenue, but
also may cause discomforts to the viewers. To model the user
experience, a function g is designed to measure the perception
of intrusiveness brought by the ad assignments. Previous
work [18], [29], [30] explore different task-specific ways to
model perception of viewers. But they treat each ad separately
without considering the effect among multiple assigned ads. In
this work, we design the intrusiveness function based on the
following principles to improve the user experience globally:
• Frequency: the viewers would feel more uncomfortable if

two successive ads are displayed within a short interval.
• Relevancy: the relevancy between an ad and the video

content effects the duration of the intrusive perception.
• Duplication: duplicated ads would cause bad user expe-

rience.
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Fig. 5. Intrusiveness distribution examples.

Given a time-ordered list of Ns ad assignments S =
{pi}Ns

i=1 ⊆ P , the intrusiveness is modeled as a function of
time t. Assume that the video starts at t = 0 and ends at
t = tmax. Then the intrusiveness distribution is modeled in a
piece-wise manner. From the beginning of the video till the
first ad assignment, the intrusiveness is zero.

g(t|S) = 0 , 0 ≤ t ≤ t1 (5)

For the following ad assignments pi that starts at ti. If ti+1 ≤
ti +

β
s(pi)

:

g(t|S) = g(ti) +
α

s(pi)
, ti < t ≤ ti+1 (6)

Let t∗ = ti +
β

s(pi)
+ g(ti)+α/s(pi)

γ . If ti + β
s(pi)

< ti+1 ≤ t∗:

g(t|S) =


g(ti) +

α
s(pi)

,

ti < t ≤ ti + β
s(pi)

g(ti) +
α

s(pi)
−γ(t− ti − β

s(pi)
),

ti +
β

s(pi)
≤ t < ti+1

(7)

If t∗ < ti+1:

g(t|S) =



g(ti) +
α

s(pi)
,

ti < t ≤ ti + β
s(pi)

g(ti) +
α

s(pi)
−γ(t− ti − β

s(pi)
),

ti +
β

s(pi)
≤ t ≤ t∗

0, t∗ < t ≤ ti+1

(8)

We believe the incremental intrusiveness brought by the ad
assignment pi should be inversely proportional to the similarity
s(pi). And the duration of high intrusive perception is also
inversely proportional to the similarity score. As the time goes
on, the intrusiveness will decline and γ controls the descent
speed. The three non-negative parameters α, β, γ control the
effect of the mentioned factors. Figure 5 shows an example
of intrusiveness distribution, given α = 5, β = 2000 and γ =
0.0004. Finally, our objective is to maximize the evaluation
function under the constraint of intrusiveness to the viewers,
which is formalized as follows:

max
S⊆P

f(S) + δE(S)

s.t.
∫ tmax

0

g(t|S)dt ≤ B
(9)

where B denotes the intrusiveness budget. E(S) is an entropy-
like function that measures balance of served ad demand
distribution:

E(S) = −
∑

(xi,yj)∈S

pyj log2
pyj
Ny

(10)

where pyj indicates the number of times the ad is served and
δ controls the influence.

Algorithm 1 NMS-Greedy algorithm for Equation 9.
Require: key frame set X , ad set Y , intrusiveness budget B
Ensure: assignments S

1: Initialize the value matrix MNy×Nx
, where mij =

ris(xj , yi).
2: Apply the kernel K11×Nx

to M .
3: Apply the kernel K2Ny×Nk

to M .
4: Greedily select assignments with argmaxmij into S until∫ tmax

0
g(t|S)dt exceeds the intrusiveness budget B.

5: return S

F. Solution Algorithm

The optimization problem (Equation 9) has 2NxNy possible
solutions in total. In a real advertising system, the searching
space for this problem is too large to applying enumeration-
based algorithm. According to the design of intrusiveness
function, we propose a non-maximum suppression based algo-
rithm. Given a set of elements and a measurement of value of
each element, non-maximum suppression keeps the maximal
value unchanged while suppresses the value of the other
elements. For our ad assignment task, we can calculate the
value of each assignment and organize them as a value matrix
MNy×Nx = (mij) where mij = ris(xj , yi). In the Algorithm
1, we apply two non-maximum suppression kernels to the
value matrix.

• 1 × Nx kernel K1: In order to keep the balance of the
assignments of each ad, we apply K1 to keep the maximal
assignment value of each ad and suppress the others;

• Ny × Nk kernel K2: Since successive ads within short
interval would cause high intrusiveness to the viewers,
K2 is applied to suppress the assignments except the one
with the maximal value within the k neighboring key
frames.

Figure 6 visualizes the non-maximum suppression process.
After applying these two kernels to the value matrix, we
greedily select assignments until the intrusiveness exceeds the
budget. It is possible that Algorithm 1 achieves a locally
optimal solution, but the computation complexity is greatly
reduced to NxNy .

V. EXPERIMENTS

In this section, we conduct both objective and subjective
evaluations on diverse video data to show the efficacy and
efficiency of our design.
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Fig. 6. Illustration of non-maximum suppression.
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Fig. 7. Comparison of the number of keywords extracted from each key
frame selected by ActVA and the random method.

A. Dataset

Existing video advertising and image retrieval datasets are
unable to meet our evaluation needs, since the proposed
activity graph integrates both visual and textual features.
Advertisers are interested in the keywords that characters talk
about in the videos, which can be extracted from the subtitle
data instead of image description words. So we collected a
dataset of 140 videos and the matched subtitle files, including
100 trending videos from YouTube, 10 movies and 30 tv-series
videos. In activity level, totally 150 advertising demands are
collected from a various categories, including vehicle, food
and beverage, cosmetic product, clothing, jewelry, electronic
product, household product, estate, medicine, gaming and
network services. It is worth reemphasizing that there is no
classification of activities in our system and each advertising
demand is represented as a set of images and selected key-
words.

B. Key Frame Detection

Instead of randomly selecting key frames within each visual
shots, we propose to utilize the subtitle to help segment each
visual shot into multiple textual shots, in order to detect
key frames with both rich visual and textual information. To
evaluate the effectiveness of the proposed method, we analyze
the number of different keywords of each selected frame. We
compare the results with a random approach which randomly
select K frames within each visual shot while ensuring that
the number of total key frames selected by two methods are
the same. As shown in Figure 7, more than 50% key frames
selected by the random algorithm do not contain any textual

information, while around 60% key frames detected by ActVA
contain more than 5 different keywords. At the same time,
the introduced textual shot computation has little effect on
detection efficiency. Running on a machine with four Inter
Core i7-5930K CPU, the key frame detection process achieves
500 to 600 FPS, which is almost the same as the random
approach.

C. Advertising Position Retrieval

To truly simulate the various demands in advertising, we
provide 150 different demands for testers to freely choose
from, to simulate the demand arrivals in the real-world sce-
nario. For each ad demand q, we calculate the similarity score
between the demand and every key frame. The similarity
calculation process is efficient which achieves 10000 to 13000
FPS for the 150 different demands. We set a similarity
threshold (3.0 in our implementation) to filter out the irrelevant
results and ask for people to select “Good” or “Bad” if they
think the retrieved key frames are activity-level related with the
demand or not. Setting the similarity threshold is a subjective
task, since the visual relatedness of activities has no absolute
definition. By analyzing the experimental results of adjusting
the similarity threshold, a good threshold is in the range of
2.0 to 4.0 for the 150 demands. Figure 8 shows some samples
of retrieved key frames and we can see the results are quite
satisfactory. We invited 48 people for the subjective evaluation
and in all collected 30204 ratings, consists of 22748 “Good”
and 7456 “Bad” (75.3% Good rate).

D. Video Advertising

Our final objective is to assign advertisements with high
revenue and activity-level relevancy while ensuring the good
user experience at the same time. The intrusive perception of
viewers is modeled in Section IV which is effected by three
parameters α, β and γ. For the following experiments, α = 5,
β = 2000 and γ = 0.0004 and Figure 5 shows an example
of intrusiveness distribution. The setting of these parameters
is empirical and does affect the experimental results. But
modeling intrusiveness of audiences is inevitably subjective,
manually finetuning some parameters should be regarded as
necessary labor work. For the formalized optimization problem
in Equation 9, we test four different ads assignment algo-
rithms:
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• Random Randomly assign ads to the key frames until
the intrusiveness exceeds the budget.

• Greedy After calculating similarity score of every pair
of advertising query and key frame, the greedy algorithm
select the assignment with maximal score at each itera-
tion.

• Top-K Enum This algorithm enumerating all combi-
nations of assignments with top-K similarity score and
select the solution with maximal evaluation value and the

intrusiveness is under the budget.
• NMS-Greedy our algorithm explained in Algorithm 1.

We evaluate the four algorithms on the 140 videos and
Figure 9.(a) shows the average assignment value of differ-
ent algorithms. When the intrusiveness budget is relatively
low (< 3000 in our implementation), the effectiveness of
the proposed NMS-Greedy is not obvious since the number
of possibly selected assignments is around one and two.
With the increased intrusiveness budget, the NMS-Greedy
outperforms the others significantly when there are about 3
more assignments to each video. We conduct a large-scale
analysis (of tens of thousands of online videos) to count the
number of actual ad positions in each online video in today’s
popular online video websites. Figure 10 presents the statistical
result and shows that for more than 30% videos there are
at least three ad positions. When considering activity-level
video advertising in the future, the number of ad positions
will increase significantly, which stresses the importance of
our assignment algorithm. Since the ads assigning process
should be finished online, the time cost is an important factor.
From Figure 9.(b) we can see that NMS-Greedy algorithm is
comparable to the greedy algorithm on execution speed while



Top-K Enum is too expensive to utilize when K is larger than
6. And we did a subjective evaluation which shows videos with
assigned advertisements by the four algorithms and asks the
viewers to rate it as ”highly intrusive”, ”a little intrusive” or
”not intrusive”. We asked 48 people to watch the videos with
assigned advertisements and give their ratings. Figure 9.(c)
shows the evaluation results of the four algorithms. We can
see that the NMS-Greedy algorithm also performs best with
more than 30% ratings are “not intrusive”.

VI. CONCLUSION

In this paper, we present an activity-level video advertising
system, which provides a flexible video content representation
and assigns advertisements with high relevance in an highly
efficient and user-friendly way. A graphical model is proposed
for embedding multimodal content of videos and demands
and measuring ad-content relevancy. The ad serving process is
formalized as an optimization task which takes ads revenue,
content relevance and user experience into consideration.
We also design a non-maximal suppression based heuristic
algorithm to address the optimal assignment problem with
low computation cost. However, designing an assignment
algorithm with theoretical performance guarantee is still a very
challenging task, which is our future work. We believe our
system can bring a large number high-quality video ads to
advertisers and viewers, thus a significant revenue growth to
publishers with low computation cost.
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